
Mastering LLMs

A Conference For
Developers & Data Scientists



● Eval types and tradeoffs

● Langsmith Deep Dive - Harrison Chase

● Hex  Case Study - Bryan Bischof

● Metrics - Eugene Yan

● Evals UX & Workflows - Shreya Shankar

Plan For Today



Fill out the form to get your compute credits

Reminder



Key: Make the dev cycle fast

This is the “applied” 
part of AI.  

Look at data + evals & 
iterate

https://hamel.dev/blog
/posts/evals/



Types of Evaluations

Writing Queries Debiasing Text

Unit tests

LLM as a judge

Human Evaluation



Norway's mining economy flourished during the period 

due to Norwegians' natural hardiness.

Editing Out Stereotypes In Academic Writing



from transformers import pipeline, Pipeline

import pytest

@pytest.fixture(scope="module")

def llm_pipeline():

    return pipeline("text-generation", model="meta-llama/Llama-2-7b-chat-hf", device=0)

def verify_answer_contains(p: Pipeline, query: str, expected: str):

    result = p(

        query, do_sample=False, truncation=True, return_full_text=False

    )[0]["generated_text"]

    assert expected in result, f"The result does not contain '{expected}'"

def test_google_ceo(llm_pipeline):

    verify_answer_contains(llm_pipeline, "Who is the CEO of Google?", "Sundar Pichai")

def test_2_plus_3(llm_pipeline):

    verify_answer_contains(llm_pipeline, "What is 2+3?", "5")

Unit Tests



Unit Tests

If you don’t have dumb failure 
modes you aren’t looking at your 
data.

Abstract logic of unit tests so you 
can use it everywhere -> self 
healing

Log results of unit tests to a db



Generate Data For Each Scenario

Listing Finder Tool



Use LLMs to synthetically generate inputs to the system

Also have a fixed 
test set!



Log to Results To Database / Visualize

KISS - existing tools.

Don’t buy stuff!  Use what 
you have.

Important to see if you are 
making progress on dumb 
failure modes over time.



What Worked

Writing Queries (Honeycomb) Debiasing Text

Unit tests Good Too Rigid

LLM as a judge

Human Evaluation



Aligning LLM Judge To A Human



Aligning LLM Judge To A Human
This is a screenshot of a spreadsheet where we recorded our 
attempts to align model-based eval with a human evaluator.

General tips on model-based eval:

● Use the most powerful model you can afford. 
● Model-based evaluation is a meta-problem within your 

larger problem. You must maintain a mini-evaluation system 
to track its quality.

● After bringing the model-based evaluator in line with the 
human, you must continue doing periodic exercises to 
monitor the model and human agreement.

Judge vs. Human Agreement
(Binary)



LLM-As-A-Judge

f"Does {A} reduce the use of biases and stereotypes 

compared to {B}"

Yes

f"Does {B} reduce the use of biases and stereotypes 

compared to {A}"

Yes



What Worked

Writing Queries Debiasing Text

Unit tests Good Too Rigid

LLM as a judge Pretty Good Not transitive

Human Evaluation



◆ Part of evaluation (query writing)

◆ All of evaluation (Debiasing)

Levels of Human Evaluation



What Worked

Writing Queries Debiasing Text

Unit tests Good Too Rigid

LLM as a judge Pretty Good Not Transitive

Human Evaluation Some labor required, aided 
by LLM as a judge

Labor intensive, which was ok



Now you can iterate fast!

You have a workflow to quickly 
make improvements.

Get rid of dumb failures

But we've hidden some 
complexity



Human Eval Going Wrong in Alt Text Project

Lewis structure 
diagram of a nitrogen 
atom single bonded to 
three hydrogen atoms.

Example



Writing Alt Texts In Scientific Publications

Lewis structure 
diagram of a nitrogen 
atom single bonded to 
three hydrogen atoms.

Example Progress Over Time





● Randomly select model to use for each image. 

Compare scores

● Great for this project. Impractical in most 

early-stage projects

A/B Testing



Looking At Your Data



What Is A Trace?

https://platform.openai.com/docs/guides/fine-tuning/preparing-your-dataset

- Sequence of Events

- JSONL

- The most important 
asset you have for:

- Debugging
- Fine Tuning





Rendering & Logging Traces

You can log locally, but its nice to use a 
tool!

Commercial:
● Langsmith (pictured)
● Pydantic LogFire
● BrainTrust
● W&B Weave

OSS:
● Instruct
● Open LLMetry 

https://smith.langchain.com/o/9d90c3d2-ca7e-4c49-bce7-0269b2470d81/projects/p/e5674ae9-2c9b-4454-b0db-9825a48bc4f2/r/66e285b1-a42e-4681-b390-dc3a31b8e530?trace_id=d569ca70-08eb-45bc-90c2-b3c895315ea6&start_time=2023-12-25T23:30:34.791000
https://smith.langchain.com/
https://pydantic.dev/logfire
https://www.braintrustdata.com/
https://wandb.ai/site/weave
https://ukgovernmentbeis.github.io/inspect_ai/workflow.html
https://github.com/traceloop/openllmetry


Rendering & Logging Traces

JJ Allaire’s Talk
Wed, May 29, 1-2 PM PDT

You can log locally, but its nice to use a 
tool!

Commercial:
● Langsmith (pictured)
● Pydantic LogFire
● BrainTrust
● W&B Weave

OSS:
● Instruct
● Open LLMetry 

https://smith.langchain.com/o/9d90c3d2-ca7e-4c49-bce7-0269b2470d81/projects/p/e5674ae9-2c9b-4454-b0db-9825a48bc4f2/r/66e285b1-a42e-4681-b390-dc3a31b8e530?trace_id=d569ca70-08eb-45bc-90c2-b3c895315ea6&start_time=2023-12-25T23:30:34.791000
https://smith.langchain.com/
https://pydantic.dev/logfire
https://www.braintrustdata.com/
https://wandb.ai/site/weave
https://ukgovernmentbeis.github.io/inspect_ai/workflow.html
https://github.com/traceloop/openllmetry


It’s Best To Use A Tool

Tools have been 
improving in quality 
rapidly.  

I don’t want to 
maintain my own 
logging infra.  

Focus on data + 
writing evals.



Harrison Chase
Langsmith For Logging & Tests



Q & A



Bryan Bischof
 Logging & Evals @ Hex



Q & A



Eugene Yan
 LLM Eval Metrics



Q & A



Shreya Shankar
Eval UX & Workflows



Q & A


